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ABSTRACT

In February 1988 an APL-designed sensor module was launched into orbit and
performed a number of significant SDI Delta 181 program experiments. Sensor
module on-orbit command and control operations mvolved a network ot world-
wide facilities called the control complex. A major component was the sensor module
command center, which was designed, installed, and operated by APL.

This document presents an overview of command center system design. Particu-
lar emphasis is given to the hardware design and interface 1o worldwide assets. Per-
tinent detail of the Delta 181 control complex and command center mission
operations is given to place the design in overalt context.

The command center design is described within the context of the Delta 181 mis-
sion. Atter completion of the Delta 181 mission, a modified version of the com-
mand center was used to successfully support the Delta Star mission in March 1989,
Alission control center and network design concepts developed for these programs
is being carried over to ongoing development of similar applications.
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1. OVERYIEW

1.1 SUMMARY

'n February 1988 an AP -designed sensor module was Taunched into orbir Iy
a Delta rocket to perform a number of strategic detense mitiative (SD1) program
experiments. The principal objective was the tormation of a usetul database tor
future SDI planning. After launch, ~ensor module command, controb md maori-
tor operations were performed from a tacihin called the sensor module conumand
center. The command center, installed at Cape Canaveral Air Foree Station, Fla.,
was dostened and operated by APL. This paper presents an overview of the com
mand center design and mission contiguration.

The command center installation consisted of an operations toom and an cquip-
ment room. The operations room was statted by the sensor module mission oper-
attons team and contained the control terminals, data displays, and voice
communication gedr to conduct sensor module command and monitor operations.
The equipment room, located on a separate floor in the same building, housed
command center computer and intertace hardware.

Post-launch mission operations imvolved a network of workdwide tacihities catled
the control complex. The commaund center was an integral component of the con-
trof compley and interraced o ivas shown iin Fig. -1, Toshould be nored that Fiel
1-1 shows only those control complex assets that were v olved with commund center
interface or operations, The entire control comples was tar more complicated. ™

As shown in Fig. -1, real-time commands sent from the commuand center and
telemetry data returned 1o the command center were communicated through con-
trol complex assets. From a mission perspective, operanion ot the commuind center

was tightly coupled 1o control comples operation. Thercfore. betore we proceed
with a detailed description of command center design, details relating to the con-
trol complex and the mission are given below, 1o place the command center design
in overall context. For addinonal background, an overview of sensor module com-
mand and relemerry linke i presented in appendix AL

1.2 MISSION DESCRIPTION

1.2.1  Experiment Data Collection

The sensor module was boosted into a 23 -inclination orbit by Dela 181, faunched
trom Cape Canaveral, The on-orbit spacecraft assembly included (in addition to
the sensor module) the Delia seeond stage (Delta 2), which provided atitude con-
trol and orbit adjustment during the mission. The sensor module payioad included
a canister that housed reference and experimental test objects. Atter orbit inser-
tion, the test objects were deploved ma controlled sequence. Instruments on board
the sensor module (passive intrared and ultraviolet sensors, laser radars, and @ mi-
crowave radar) observed and tracked the test objects over a range of environmen-
tal background conditions.

During the first ten orbits, all experiments were conducted and sensor modude
instrumeni science data was stored on on-board recorders. Also preparations were
made for downlinkiae recorded data. During this phase ot the misson (called the
data-collection phase) the commuand conter was very active in supporting real-time
command operations and monitoring sensor modale performance.
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Fig. 1-1  Sensor module command center interface.

1.2.2 Data Retrieval

At the end of the data-collection phase, in accordance with the mission plan.
the command center loaded the sensor module with instructions 1o begin what was
called the data-retrieval phase. During that phase, the sensor instruments were off;
the task of the control complex was 10 retrieve the instrument science data previ-
ously stored on board the sensor module. The data-retrieval phase consisted of
ground operations to conirol plavback of stored senser-module instrument data
and record those data at ground tracking sites.

As called for by the mission plan, sensor module command and control opera-
tions were shifted to the Air Force Consolidated Space Test Center in Sunnyvale,
Cal.. for the data-retrieval phase. During this phase, the command center at Cape
Canaveral was on standby for contingency command operations, and operators
continued to monitor and ¢valuate sensor madule health. This period. approxi-
mately one weck in duration, ended when two complete dumps of sensor module
instrument science data were recorded at control complex spacecratt tracking sites.

1.3 POST-LAUNCH OPERATIONS CONTROL COMPLEX

1.3.1 Command and Telemetry Sites

The controi complex consisted of a combination of worldwide assets of the East-
ern Test Range, the Kennedy Space Center, the U.S. Air Force, and the U.S. Army.
Four spacecraft tracking sites were used for command uplink and 12 sites were
used to recover telemetry. The sites, all reasonably close 1o the equator, provided
optimum ground coverage for support of command uplink and telemetry down-
link operations, The four command uplink sites, located at Guam (GTS), Hawaii
(HWS), Vandenburg (VTS), and the Indian Ocean (10S), are part of the At Foree
Satelhte Control Network (AFSCON).

()
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1.3.2  Narrowband and Wideband Data Links

Sensor module narrowband and wideband data hinks are deseribed e Appendin
A The narrowband data link carried data required by the command center to verify
commarls and to monitor sensor module contiguration and health. When ihe senson
module was iy view of g tracking sites naconwband telemetry e coceived and
relaved to the command center in real tme, The TEL -4 tacility, located at Cape
Canaveral, collected. and distributed sensor module telemetry to the commuand
center,

The telemetry sites also recorded select wideband science data durimg the datae
collection phase. The wideband dara consisted of real-time science data trom the
sensor instruments. These data were recorded at ground tracking sites, swhen they
were in view of the sensor module, and were processed following the mission. Noie
that wideband dara were not required by the command center to pertorm mission
operations and thus were not input 1o it.

1.3.3 AFSCN Network

As illustrated in Fig. -1, all commands sent trom the command center were
sent to the sensor module throvgh the AFSCON. During supported passes. when
an uplink tracking site was in view of the sensor module, the command center sem
commands in real tme to the Eastern Environmental Checkout Facibiny (an AFSON
asset), located near the command center at Cape Canaveral, From that faality,
sensor module commands were sent, via the AFSCON network, to the tracking <ie.
From the tracking site the commands were uplinked 1o the sensor module. The
time required for a command to travel from the command center 1o the sensor
module was less than 2 seconds.

Note that all commands sent from Cape Canaveral were routed through the
AFSON Consoiidated Space Test Center (CSTOY focared @ Sunnvvale, Catl the
CSTC facihty rransmitted the commands o ihe traching «ite that was currenth
i view of the sensor module. Betore cach supported pass, CSTC established com-
mand and telemetry hnks wath that site. During the pass. commands sent trom
Cape Canaveral were then automatically routed to that site. The CSTC tadin also
collected narrowband telemetry from the AFSCN tracking site and ~eot 1t back
tev comtrol cotanlex Yacibinies ot Cape Canaveral.,

1.3.4  Other Command Center Facilities

Up to this point, we have desceribed how the worldwide spacecratt tracking sites,
the TEL-4 tacility, and the AFSCN together supported command and relemetry
links to the command center. We shall nove give a very briet outhne of how the
remaimimg Cape Canaveral facilities supported command center operation,

1.3.4.1 Mission Director Center. A faciliny called the vission 2ireaion Cen-
ter served as the mission control center for the data-collection phase of the nes-
ston. Mission managers and technical advisors stationed there assessed all aspects
of mdssion operation. Through the operations director, top-level instructions were
issued to the command center and to other control compley tacilities to coordinate
all ground-based operations,

The Mission Director Center staft included APE technical advisors. To support
those advisors, command center computers intertaced to @ number of terminals
located m the Mission Divector Center that displaved sensor moduole telemerrs data.

The command link from the command center to the sensor module was unique.
The command center sent commuands not onby (o the sensor moduale, but also 1o
the Delta 2 inertial guidance computer and tost objects (see Appendin A) In this
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1.3.4.3 Command Center Sandia Link.  The command canter also nroadad
deerypred parrowhand relemeiry data and test obrect displan s o the Sanana N\
tonal Taboratory ground support taaiins o A ream ar chais taaline am concert with
rechnical advisors i the Nisaon Director Centers evaluated overadi pertormanee
of the test objects built by the Sandia Navonal Taborarors . At ke times dune
the mission, decistons were regunred as to the pecessiiy ot sensin e test objecs cone
mand uplink operations. Such decisions were based parthy onrelemerry and dis
plave provided by the commuand center,

2. SENSOR MODULE COMMAND CENTER INSTALEATION

Fhe commund center operations room and the equipment room wers Toggr g
i Hangar AO of Cape Canaveral Air Foree Station. They were mintallad o sapa
riate tloors, with the operanons room located above the cquipment soom. Nisaon,
operations reguired stattes of both arcas, and voree inks were regutied to coo
dimate mrernal command center operation.

The block diagram of g, 2 1 shows o more detaded tunenional breakdown of
the command center. Detinled interconnection berween naor conmand center <ab
sustems and the controtb compley s also stiown. The cguipment room honsed conn
mand center aplink and dowaliok subsvseem cquipments, which mciuded conpiter
and all clectnicnt micrtaces to contol compley taahities. The compriters suppeortad
terminals and printers Tecaied mothe operations room Those tenunals providaed
the operator intertace for sending uphnk commands and mwomtonme scnsor mod
ule health and status. The downlink subssstem, binked to the TED 4 taaiding, pro-
cossed narrowband telemerry and proviced all capaabities to monror the sensaon
module. The uplink subsvaem, inked tothe AFSON nervork and the Central Com
puter Comples. provided the capabiliny to pertorm senser modide command and

control.
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Fig. 2-2 Command center operations room

moenitor of sensor module health and <ntus. The personal computers provided
specialized data analysis and graphic displays ot the theht processor data compo
nent of telemetry.

The command center computers also supported three display ternumnals and o
personal computer focated in the Mission Director Center, and w display rermimnad
located in the Sandia National aboratory fuctlits . Those devices provided teleme
try display capabilities identical to those available within the command center,

Three terminals and a personal computer in the operations room were conngedt -
ed to the uplink subsvstem computer. The APLHCON (APD communicatons lan-
suage) termunal tat the uplink controller focation), was the oniy terminal from which
sensor module commuands, Delta 2 guidance compater commands, or test objedt
commands could be sent. Command verification results were alvo posted to this
terminal. The other terminals and personal computer supported the command cente:
director, the alerts analyvst, and sensor module advisor. They were used to monitor
Central Computer Compey interface status, to generate updated ~staton ateris, and
to run atlity programs in support of uplink planning.

As prosously noted, @ number of the operations room statt positions mcluded
Fastern Test Range-gencerated data displavs. Those displays sicluded sensor mod-
ule orbital grovnd track«. selected Delta 2 telemetry, prefaunch countdown evenis,
and five television coverage of control comples facitities (launch pad. Mission Direc-
tor Center, cte ). The displays were usetul to the command center ~stattin keeping
abreast of control complex and mission operations.

2.2 COMMAND CENTER FEQUIPMENT ROOM

The equipment room, which housed the uplink and downlink subsvsreims haid-
ware. indluded the downiink and uphink NcroVas T compurer sustems, wn win
terruptible power svstem, and five racky ot intertace and tes equepment. The lavoud
of that room and the cquipment s shown in Fres 2230 Acain, because of seaurin

considerations, no photographs o the actual tacthine were allowed

0
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Four communication units vere located in the cquipment room. Daring the nis-
sion, the egnipment room was staffed by three operators, and voice comumunici-
tion was required tor coordination with the operations roon as well as with control
complev tacilities.
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Fig. 2-3 Command center equipment room.

The command center also included its own uninterruptible power sustem (U'PS),
This system was required because of the power hoe transients and outages com-
monly experienced at Cape Canaveral, It powered all command center equipment,
iucluding the terminals and printers located in the operations room. Thic svstem,
an Imunclec series 31, had a 13 kKVA capacity, and included power condittoning
and a backup battery pack. The uninterruptable power svstem isolated irput pow-
er perturbations froms conumand center equipment and, in the event ot a comnplere
power outage, delivered uninterrupted power for @ mimimam ot 15 mlnes. 1
the event of long-term power outage, the Fastern Test Range maintained -op o stand
by basis during the mission -a hackup diesel power generator. The uninterrupnble
power system operated using cither conunercial AC power or the ba K up geretaton
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3. UPLINK SUBSYSTEM DESIGN

Figure 3-1 shows a more detailed view of the uplink hardware, For clorns, e
patch panel and swarches used o mterconnect the varous eqipment are not shown,
Some of the more commonty used test stgnal test paths are indrcated by dashef fines.

The core of the uplink was the MicroVax 11 computer ssstem, Tomcluded two
750 Nbyte hard disks and @ tape transport unit, Uplink sottware resident 11 this
computer could generate, send, and verify commands. The command tonmatier,
cnersptor, and AFSCN formatter equipments functioned to mtertace uplink mes-
sages output by the computer tor transmittal to the sensor module. The echo pno-
cessor, decryptor, AFSCN depacketizer, and bir syne equipment. processed the
command ccho returned trom the AFSCN, and verified operation of the entire
ground portion of the uplink.

Uplink command and command verification functions were implemented i both
hardware and software. A description of keyv uplink functions tollows,

Tewmeny 3w~ ras
©PC

tLre e
* laser preter

U«
McroVAX |
compater

A Q06 o APSEN
Aw G -

Soas

L

Fig. 3-1  Uplink subsystem block diagram.

LT COMMAND GENFRATION

3.1 APLCOM Operation

Figure 3-2 shows atop fevel data flow diagram o the uplink computer sottware.

For clariiv, only the basics are shown. Please reter 1o Fig 322 as required inthe
foltowang discussion. The APTCONT sottware program. restdent in the uplink com-
puter, provided the means o send and verity commands to the sensor module,
The program, operated via the AP CONT terminal, was operator mteractive: vari-
ous APTCONM Janguage constructs alfowed the operator (o specity and send com
mands to the sensor module. The coneepts behind APLCONT were developed at
AP Some e aee tor stmilar appheations. N unigoe version of AP CON wis
desiened tor sensor module command and contiol.
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Fig. 3-2 Uplink software data flow diagram.

Commands were entered by the uplink controller and sent to the sensor module
in the form of a command message. After entry of a command message (in APL-
CONM language notation), APLCON compiled a bit image of the message and
passed it to the uplink hardware for rransmittal to the sensor module. The com-
mand message bit image format is shown in Appendin CoAs shown, a command
message consisted of 2 to 100 commands imbedded in overlaving protocol. All com-
mand messages. including those destined tor the Delta 2 guidance computer or the
test objects, were packed in this format. The commands could be either real time
(i.c., executed immediately when received by the sensor module), or dekaved (e,
stored in the sensor module command store memory for execution at a later time).
The process of sending and verifyving a singic command message typically took 10
to 20 seconds, depending on message length and tyvpe.

3.1.2  Runstate Files

Closely associated with APLCOM operation was the use of command runstate
files. A runstate was a text file of APLCOM language commands specifyving one
or more command message operations. APLCONE was designed to access a run-
state file specified by the operator, and to execute commands in that file. A run-
state basically substituted Tor operator type-in. The use of runstate fifes allowed
for the configuration and test, prior to launch, of command messages intended
for potential use during the mission, It also greaddy minimized the potential for
operator error. For this mission, about 30 such runstates were precontigured,
thoroughly tested, and placed ina runstate data base prior to Taunch. A numbar
ot these runstates were used during the mission.
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3.2 COMMAND AUTHENTICATION AND MVERIFICATION

In the design of @ ospacecratt command tacrhity, the command verttication pro
cess Iy abways a prime coneern Because of the natare of RE upiimks, there s al
wavs a small probabihny that b errors will occur 1 the uphnk process Reception
by the spacecratt of bit errors i the comumand message will generally prevent the
exceution of one or more of the contands. Theretore, tor reliable control ot the
spacecratt, the ground uplink design must include a means tooverity command oy
ccution. For the Delta 18T mission, because of the extended ground netswark through
which commands tlowed, connmand veritication and authentication rdescribed be
low ) were especially crivical funcuions. These functions were performed automati-
cally by APLCONT sottware: @ briet overview is given below.

3.2.1 Authentication Word

In addition to command verification, the command center maintained and veri-
tied the command authentication word, (The sensor module conumand system re-
quired that cach command message include the correct authentication word: ~ee
Appendix C.) The command auwthentication waord, as well as encryption of the up-
link, were teatures designed to enhance security of the command link. The authen-
deation word was a “key T that allowed the command mossage 1o enter the senso
module command system-the message executed only it the sent aathentication word
matched the authentication word internally maintained by the sensor moduie.

After cach command message was sent 1o and aceepted by the ~ensor moduie,
the authentication word internal 1o the sensor module changed. APLCOM auto-
matically computed a new matching authentication word. The new authentication
word, after veritication in APLCOM, was saved for inclusion in the ned com-
mand message. Computation of the new authentication word was based on the
value of the authentication word just sent.

3.2.2  Authentication Word Verification

The change in sensor module authentication word status that occurred as cach
command message was aceepted was immediately downhinked in telomeury. APL -
COM monitored change in status and verified the new authentication word. The
new authentication word, computed by APLCON algorithm, was verstied it i
matched the authentication word imputed from telemctered status, 11 the new
authenttcation word could not be verified, APLCOM reset the authentication word
{to be packed in the next uplink command message) 1o its previous value. Failure
to verity the authenucation word indicated that the previous command message
was not accepted and executed. In this case the normal procedure tollowed by the
operator was to simply resend the previous message.

3.2.3  Verification of Command Execution

The new authentication word, when verified by APLCOM., indicated that the
command message was received and command processing was mitiated. To verity
command execution by the senser module command svstem, APLCON] compared
replicas of the executed commands (which were returned in the narrowband telem-
ctryvy with commands sent in the previous command message. In the event the comr
mand message loaded delaved commands into the sensor module command ~iore
memory, the command message was authenticated and veritied by APHCOM o
previousty deseribed. In addinon, APLCONM commuanded the sensor module 1o
telemeter the contents of stored command memory . The delaved commuands stored
in memots were then veritied by comparison with an image ol the sent comnnands.,
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APLCOM completed the command authentication and veritication process i tew
seconds following the transmission of cach message. However, acinve relemetry an-
put was required to do this, In normal command center operation, commnuinds were
not sent during a pass until telemetry mput was first detected. To tas end, the
sensor module was programmed to turn on the narrowband tefeetty auromatr-
callyv when it was over cach telemetry site.

3.2.4 End-to-End Command Verification

The APLCOM command authentication and veritication processes deseribed
above verified execution ot all commands through the sensor module command
system. They indicated, with high probability, that the transmitted commands were
executed by the respective sensor module subsystem, Delta 2 gutdance computer,
or test object. For complete end-to-end verification, telemetered status data from
the respective subsystems were examined. For commands exccuted by sensor mod-
ule subsystems, this was pertformed by the health evaluator and his team, located
in the command center operations room. Monitoring the appropriate telemetry dis-
play pages, they verified that subsystem status was reflective ot commands packed
in the previous command message. Test object commands were verified in a simi-
lar marner in the Sandia National Laboratory tacility. fhe Central Computer Com-
plex facitity, which contigured the Delta 2 commands and accessed Delta 2 telemetry,
performed end-to-end verificanon of Delta 2 guidance computer commands.

3.3 INTERFACE TO THE CENTRAL COMPUTER COMPLEX

3.3.1 Delta 2 Guidance Coniputer Command

For reasons previously noted, Delta 2 guidance computer commands could not
be precontigured and stored in the command runstates data base. These commands
were configured in real time and sent to the command center trom the Central
Computer Complex. As shown in Fig. 3-2, the uplink computer included software
to process input from the Central Computer Complex. When Delta 2 guidance com-
puter commands were received, they were automatically input to APLCOM. API -
COM converted these commands into a sensor module command message and
output the message for transmission to the sensor module. Operator interaction
was required to send the message.

3.3.2 Delta 2 State Vector

The link to the Central Computer Complex also carried other usetul informa-
tion to the command center, which was processed by uplink computer software.
Most notable of these data was the Delta 2 state vector periodically computed by
the Central Computer Complex. The command center used the Delta 2 state vee-
tor to compute updated station alerts (i.c., the times at which cach telemerry site
was In view of the orbiting Delta 2 and sensor module). These were generated by
an alerts program resident in the uplink computer. Alerts were required and used
in overall operations planning. The latest alerts, accessed by the downlink com-
puter display program, were placed on all telemetry data displays,

3.3.3  Health Message

Because of the nature of the mission, the reliablity and wvatablity of the inter-
face hink 1o the Central Computer Complex was a prime concern. 1 the opportu-
nity to send Delta 2 puidance computer commands was fost due to link tailuve,
these command operations generally could not be “made up™ at the next available
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pass. Thus, to enhance the reliablity of this link, the Central Computer Complex
transmitted health moessages at 30-second intervals. The intent of the health mes-
sage was to allow the uplink computer to detect link problems well betore crucial
Delta 2 uplink operations, ~o as to allow sufficient time for corrective action. To
detect anv link failure, uplink computer software continuoush monitored the in-
terface for any loss in health message activity. Loss of activity implied a link tail-
ure and resulted n appropiiate operator noutication.

3.3.4 Interface and Message Form

Data transmissions between the Central Computer Complex and command cen-
ter were carried over a single RS-232 standard intertace (9600-baud rate, asvn-
chronous character, full duplev). Each message was sent in the torm of an ASCII(
character text string and involved a **handshake™ operation. The specitication ot
all message types and interchange protocol is detailed in Ret. 2.

3.4 COMMAND UPLINK HARDWARE DESIGN FEATURES

To send a command message to the sensor module, the uplink computer packed
the command message into an uplink image as described in Appendix C. Howen -
er, command uplink hardware was required to transform the computer image 1o
an electrical signal suitable for communication through the AFSCN. In addition.
encryption of the command message was performed in the uplink hardware. This
equipment was made up of the command formatter, the encryptor, and the AFSCN
formatter (Fig. 3-1).

3.4.1 Command Formatter

To send an uplink message, the computer passed an image ot the command mes-
sage to the command formatter. After receipt and error check. the command for-
matter propagated the message, in the form of a | kb.'s command bit sequence,
into the encryptor. (Because of AFSCN transport timing requirements, the accuracy
of the bit rate, set by the command formatter. had 10 be better than 0.02%% of
nominal.) For communication through the AFSCN, the encrypted message was
packed into contiguous AFSCN 48-bit frames by the AFSCN formatter. See Ap-
pendix D for a description of the AFSCN format and additional AFSCON intertace
detail.

3.4.2  Idle Null Messages

The AFSCN formatter, in addition 1o formatting the encrypted uplink message,
generated and transmitted “idle null™ messages between propagation of uplink mes-
sages. As will be discussed in the following section on verification of the ground
uplink, this allowed command center operators 1o casily determine the functional
state of the entire ground portion of the uplink at any time.

The “idle null™ messages, continuously output by the command center between
command messages, also allowed AFSCON cquipment 1o maintain continuous syn-
chronization to the 48-bit AFSCON trames (during cach pass). This allowed the
AFSCUN 1o be configured such that no action by AFSCN operators was required
to send or verify individual command messages. The command center output directiy
controlled the RE uplink modufation at the active uplink station. As described in
Appendix D, tidle null™ messages resulted in an RE carrier with no uplink com-
mand modulation. When enerypred command messages were sent, they resulted
in 1 and 07 tone modulation of the carrier; this modulation reflected the bt
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sequence seen at the command center encrypror output. Fotal transport deday
through the AFSCN (i.e., the delay berween a bit occurring at the command cen-
ter encryptor output and the resulting modulation on the RE uplink) was between
1.7 and 1.8 seconds.

3.4.3 Redundancy

For redundancy, a dual set of cable hinks carried the command message from
the command center 1o the AFSCN Eastern Vehicle Checkout Facility at Cape
Canaveral. Both cable hinks were active at all tmes. Normally the AFSON tacnits
selected the primary line tor uplink through the AFSCN. In the event ot primary
cable link failure. it could switch over 1o the backup uplink cable.

3.5 VERIFICATION OF THE GROUND UPLINK

The uplink subsystem included the capability to verify functionality of the en-
tire portion of the ground uplink, including the AFSCN assets. This was a key
feature ot command center design. Typically, during cach revolution of the in-orbit
sensor module, command uplinking was performed from more than onc uplink
site. The uplink thus was reestablished and verified a number of times during cach
orbital period. A means to quickly determine the functional status of the link be-
fore each pass. and take corrective action if necessary, was vital to maintaining
reliability and availability of the command link. The following paragraphs describe
the design of the command center’s capability to verify the entire ground uplink.

3.5.1 Command Echo

In order to perform verification of the ground uplink, the AFSCN was configured
to return to the command center a real-time image of AFSCN command input.
This signal, called the command ccho, was derived during supported uplink passes
by detection of RF carrier modulation at the uplink site. The command echos were
received in the identical tormat as output to the AFSCN, i.c., packed in AFSCN
48 bit frames. The return echo was continuous and included the *tidle null”” mes-
sages inserted between command messages. The command center included equip-
ment (Fig. 3-1) to process the command echo, and to verify func.onality of the
ground uplink.

3.5.2 Echo Processing

3.5.2.1 Level 1. The command center pertormed ccho processing at two ditfer-
ent levels. The first level, referred to as level 1, involved only the bit syne and AFSCN
depacketizer shown in Fig. 3-1. A level | check was a simple vet powertul test that
could be performed ar any time. It required only that the command center be
powered and that an ¢cho foopback be connected at some point in the AFSCON.
When powered, the command center continuously sent **idle null’™ messages to
the AFSCN, as previously described. The command ccho then consisted of a stream
of *‘idle null"* messages. The depacketizer, which performed the inverse tunction
of the AFSCN formatter, continuoushy monitored the return command echo tor
frame synchronization, parity, and message content. I AFSON frame and parin
was continuously maintained, this indicaied (with a high probability) that the hnk
was tunctional through the loopback point. Indicators on the depacketizer front
panel gave operators a continuous reading of uplink status, This test was very use-
ful, as it enabled the uplink to be casily chiecked at any time.
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3.5.2.2 Level 2. The command center echo processing cquipment also per-
tormed a fevel 2 test that involved a direct check of uplink commuand messages.
This involved the decryptor and echo processor equipment shown in Fig. 3-1. When
uplink messages were sent, the return command ccho, after depacketization, was
decrypted and compared in the echo processor with the transmitted command mes-
sage. The echo processor also veritied that these commard messages were packed
in tiw correct sensor module format. Level 2 testing was used 1o directly examine,
at the command center, each uplink message radiated trom the uplink sies.

3.5.3 Echo Utilization

The command echo, trom an operational perspective, was used as follows. Pri-
or to each pass, the AFSCN reconfigured to establish a command link to the ap-
propriate uplink site. Generally, about 20 minutes before the pass, the link was
estabuished and the command echo was looped back tfrom that site. Command center
operators, employing both level 1 and level 2 checks, verified that the command
link was ready to support the pass. In the event a problem was detected, command
echo processing then served as a rapid ground fault isolation tool. By successively
looping back from points within the AFSCN and command center, the Taulty fa-
cility or equipment was readily determined. Figure 3-3 shows typical loopback points
within the AFSCN and command center.

3.5.4 Echo Monitoring

During the pass, command center operators continued to monitor the command
echo. It should be stressed, however, that the R uplink .rznzissic., o¥ euch com-
mand message was not contingent on ground uplink verification. Commmands were
sent and verified by APLCONMI program software as previously described. The com-
mand echoes were monitored so that, in the event of tfailure to command, it could
be quickly determined whether the fault was in the ground uplink or the sensor
module. In general, for pre-launch test operations and post-launch mission opera-
tions, command center ground uplink test capabilities provided great insight into
AFSCN performance.
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Fig. 3-3 Major loopback points for ground uplink test.
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4. DOWNLINK SUBSYSTEM DESIGN

The basic tunction ot the downlink subsystem was to enable the command cen-
ter operating staft to monitor senser module health and performance during the
data-collection phase of the mission. To this end| the tollowing “rclassic™ teleme-
try capabilities (usually found to some degree in any spacecatt command and con-
trol center) were provided:

1. Real-time (i.e.. during a pass) formatted disptay and printout of all sensor

module narrowband telemetry data.

2. Real-time himits test of selected sensor module narrowband telemetry data.
3. Log of real-time narrowband telemetry data.

4. Access o logged pass telemetry data for displav. printing, and testing.

A more detailed hardware breakdown of the command center downlink 18 shown

Am
in Fig. 4-1. A\ detailed description folows.
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Fig. 4-1  Downlink subsystem block diagram.

4.1 DISPLAY COMPUTER

The primary equipment for providing formatted display and printing capability
was the downlink MicroVax 1 computer (Fig. 3-1). That computer provided te-
femetry display to the command center operations room, the Mission Director Cen-
ter. and the Sandia National Laboratory facility. The computer also supported
printers located in the operations room. A menu-driven display program installed
on the computer allowed the operator at cach terminal to select from a list of precon-
tigured display pages. Each page. in addition 1o displaving up to 30 telemetered
paramecters, included station alerts information. From cach terminal. the operater
could select a data page printout at any time.

18
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The downlink computer also was connected to personal computers i the com-
mand center operations room and in the Mission Director Center. These downlink
personal computers were used mainly to provide specialized 1abular and graphic
displays of sensor module flight processor data following selected passes (e.u., d
“‘map"’ of test object location and velocity). During each pass the computer stored
all real-time flight processor data to a disk file; following the pass, the stored tlight
processor data could be accessed by the personal computers.

The downlink computer also provided an output of decommutated telemetry and
time tags to the uplink MicroVax computer over an Ethernet link. This telemetry
was required by the uplink computer to perform sensor module command and mem-
ory verification. The time tags were used 10 set the uplink computer ciock.

4.2 TELEMETRY INPUT, DECRYPTION, AND DECOMMUTATION

The TEL-4 facility provided redundant real-time sensor module telemetry in-
put to the downlink subsystem. The redundant inputs, cach consisting of serial 33-kh
encrypted data, were concurrently active whenever telemetry data were available.
The command center downlink could be contigured 1o use either input.

4.2.1 Telemetry Processing

Figure 4-1 shows the downlink equipment that processed and interfaced teleme
try data to the downlink computer. Telemetry processing consisted ot bit svnchroni-
zation, decryption, and decommutation. Bit synchronization, performed by a DSI
model 7700, was required to extract data and clock information from the TEL-4
input signal. The bit synchronized duia were decrvpted and input to a Loral model
ADS-100 decommutator subsystem. The decommutator svnchronized to the telem-
etry frame and provided decommutated data to the downlink computer. The basic
decryption unit was a KGX-28 keved to the sensor module telemetry encryption.

4.2.2  Other Decommuiator Functions

The decommutator p2rtormed a number of tunctions in addition to decommu-
tation and interface to the downlink computer. It provided additional formatied
data displays and printout capability, data lim.its check ng, and a decrypted data
log. A video monitor unit located in the operations room presented decommutator
generated data display pages. The decommutator time-tagged cach received telem-
etry frame, and logged exch telemetry data tframe and respective time tag to a digi-
1al tape recorder. Logged data could be plaved back and processed in the downlink
computer in the same manner as real-time daia.

The data limit feature of the decommutator allowed the operator to specity high
and low alarm limits to selected telemetry data parameters. When this test feature
was enabled, received data that exceeded the specified limits would cause a visual
and audible alarm message to be posted. This feature allowed quick and automat-
ed checks of sensor module health and status during selected passes during the
mission.

The command center received TRIG-120-B time standard input trom the East-
ern Test Range. This time information was input to the Loral decommutator sub-
svstem to set clocks both in the Loral Decommutator and MicroVax computers.

4.2.3  Encryption/Decryption Pairs

Please note that, tor security reasons, it was required to *band™ encryption hard-
ware in its mounting racks. Also, these deeryption units did not have any status
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indicators. Thus detection and icpair o a tailed decryptor unit would normaully
be a time-consuming operation. To remain operational in the event of o tailure,
the downlink decryption. encryption chassis design included two decryption units
and two encryption units. The second decryption unit provided a hot spare in the
event the tirst deeryptor faifed. If it was determined a decryptor tailed, the alter-
nate decryvptor could be switched in by simply toggling a switch. The encryptors
were included for rapid test and fault isolation of the decryptors. Comparison of
the input and output of an encryption “decryption pair, connected in series tor test,
provided a quick and convenient means 1o ascertain decryptor tunctionality.

4.3 DATA LOG CAPABILITIES

In addition to the digital tape recorder used to record decrypted, time-tagged
telemetry, the downlink also included a Honevwell analog tape recorder. This record-
er logged encrypted TEL-4 input. In addition, the analog recorder logged time,
encrypted uplink command messages, and the return command echo.

Both tape recorders were used for operations and data lozing aaring the mis-
sion. Also, prior 1o launch, they were heavily used tfor command center test and
fault isolation. While the command center was integrated and tested at APL. a
number of tape recordings were made of actual sensor module narrowband telem-
etry. After installation at Cape Canaveral, and prior to a number of critical con-
trol complex integration tests, playback of encrypted telemetry proved especially
usetul for vernifyving command center functionality,
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APPENDIX A—
SENSOR MODULE COMMAND AND TELEMETRY LINKS

COMMAND UPLINK

Asshown i Fies A-TL the sensor modude RE uplink carried commuinds executed
by the sensor module. However, s link was anique m that abso carried com-
mands destied for the Delta 2 inertial guidance computer (bunle by AacDonnedl
Doughis) and to four test obyeets butle by the Sundia National Taboratory. fhe
sensor module served as a condwt tor mernal guidance computer and test objoct
commands, Commands received by the sensor module were interpreted in the com-
mand svstem and. depending on types swere either (1) executed withm the sensor
mezule, (2) passed to the Deba 20 00 ) transmitied 1o the respective 1est objedt.

The sensor modsie aplink anotenms ot frequeney selection, modatanon st
ture, Mt cncoding, oty was SGLS-compaiible. (SGES v an Air Foree abbrevia-
ton for Space Ground Link Subsustenmey The Tour A Foree Satellite Control
Networh trackime ares wsed tor uphnk were already SGES-=compatible and thus
required sy minor upgrades to suppoert the mission,

MacDornet Douglas S APL sansor moduee Sarcia Nauenal Laboratory
Uelta secor o stage orpeing est coects
(Dstta 2,

Sensur modulg
Subsystems
aANG NS ents
|
Sensor modLie
‘r ommanrds

Oelta 2
cOrmmands

DEToN
module

Deita 2 merval
gurdance svslem

~ <
computer OMMANG - Syorea .oty
systpm )
! Commanc
XRCLTE -
Stored
.
Real ime command Tes!
command pa opect
commangs
AF uphnk

5GLS compatbie

1827 TA3 M7

t kDS

C0C cornands pyr Message  narnmygm

ancrypled
™\

AFSCN uphink site

Fig. A-1  Uplink command tiow for orbiting sensor moduie, Delta 2, and test objects.

I he command structure as shown nnnmzed the overall necd for command s
tem fhght hardware and ground uplnks. However, this approach did place addr-
nonal burdens on conand center destien and operation. First, the commuand center
had 1o send commuands to the mernal surdance computer and test obgects an addi
tion to the sensor modude). b addinon, the command senticaiion process Yor these
addinonal commands was somewhat more comphicated than venification of sensor
module commands. Scnsor module commands, sent by the command center and
exevtted by the sensor raed ol aie sdiaca conngpaiy Wi the command cen-

ter, Thus, from an operational perspective, this was ot relanives straghttorward
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process. However, the command center could venty Delia 2 commuands and tost

object commands 1o onby a limited degree. Complete end-toend senticanion ot
those commands required sapport trom facilives and expertise ourside the com-
nand center. Operationally, sending and ~ertvng the exeandon of these commands
required avery high degree o coordimanon between the commuand center and cth-
er control complen tacilities.

TELEMETRY DOWNLINKS

The orbiting sensor module and Delta 2 welemerry downhinks are ustrated i
Fig. A-20 The sensor module had three telenietry links, @ narrowband (33 kb )
link and two wideband (1 AMb G dinks. The narrowband link carred sensar mod-
tle data required by the commiand center to pertorm real-time command and mon-
tor operations. 1t was received by control comples tracking sires and sent inreal
time to the command center. Narrowband telemetry was a composite ol sensor
module houscheeping data (c.¢., temperatures, voltage, and current measurcments,
and sensor module Instrument statusy, sensor module Tight processor date. and
sSandia Natonal Taboratory test object elemetry, A major component of thgin
processor data was position and velociny informadion maimtained by the theht pro-
cessor on a number of test objects,

The two sideband elemetry links carried science data generated by the senso
instruments. During the data-collection phase of the misston, the wideband daia,
downlinked over select spacecraft tracking sites, was derived my real time from the
SemNOr instruments, Note, however, that the bulk of saience data gencrated dunng
the data-collection phase was stored on tape recorders and retrieved on the ground
at alater 1ime. During the data-retrieval phase of the mission, wideband data con-
sinted of science data plaved back trom the on-board recorders. Data trom these
links were recorded at 13 tracking sites and processed tollowing the mission. Wide
band data were nog reguired by the command center tor real-time command and
control operations.,

The sensor module downlinks (in terms of {requency selection, modulation siroe
ture, bit encoding, cte.) were also SGLUS-companble. Al T racking sres m thie
control complex were SGLS-downlink compatible, and thus were capable ot recen
ing and processing sensor module telemetry.

The Delta 2 vehicle had three telemerry downlinks. Data telemetered in these
finks were received at selected control complex tracking sites and sent v real e
to fuaihites located at Cape Canaveral A Foree Station. These hnrhs were notn
put to the command center; they were processed by MacDaonnell Douglas mstalla
tons outside the command center. Ot <pecial note, however, was the mclusion of
inertial guidance computer data in Delta 2 welemetry. Real-time mernal curdance
computer data, telemetered to the control complex, was used toventy end 1o-end
Delta 2 inerttal guidance computer commands previously sens from the vonumand
center.

20
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Fig. A-2  Orbiting sensor module, test objects, and Delta 2 telemetry links.

APPENDIX B—
TELEMETRY AND UPLINK STATION CONTACTS

Table B-1 lists control comples telemetry and uplink contacts with the sensor
module during the data-collection phase. At every available opportuaity, when a
telemetry site was in view of the sensor module, narrowband telemetry was returned
*y the command center. Telemetry data were displaved in order to monitor sensor
nodule health and status; the deplovment and tracking of test obiects were also
monitored at key points during the mission. The command center experienced mul-
tiple contacts during cach orbit of the sensor module: as a result, command center
operations during this phase were continuous and intense.

The command center, for some orbits, sent command messages irom a number
of uplink sites. The AFSCN and command center had to rapidhy reconfigure and
test the command uplink before cach of these passes. The ability of the command
center 1o rapidiy verity the eround uplink, as described in the main text of this
report, played an important role in the overall success ot command operations.

The uplink command messages, as a tunction G: orbicand uplink site, are given
in Ref. S, Generally, tw pes of commands were sent, Delta 2 inertial guidance
computer commands ana sensor module fight processor commands. As desceribed
i the main test, the Deita 2 commands were contigured in the central computer
complex and sent by the command center. The sensor module flight processor com-
mands, configured and sent by the command center, enabled or disabled ight pro-
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cessor functions. These commiands were sent i response to contingencies that
oceurred during the mission. Command runstates tor these contingencies were con-
figured before launch. Also note, at the GTS (Guam) site on the ninth orbit, the
command center uplinked a new load to the sensor module commands store mem-
ory. Thi< load provided delaved command instructions to the sensor module tor
data retrieval operations. Beginning on the tenth orbit, the AFSCN began retreival
of data plaved back from on-board recorders.

Wideband telemetry contacts with control complex sites is also shown. Note,
however, that this data was not sent to the command center; it was logged on tape
at these sites and processed following the mission.

Table B-1
Delta 181 telemetry and uplink site sensor mndule
contacts for the data.collection phase.

Orbut Site NB O WB  Uplink

2 USAKA X

2 HAW N X

2 HTS X \
2 VTS \ \ \
2 MILA X \

2 JDIF N X

2 ANT X \

2 ASC X X

3 GTS \ X X
3 USAKA X

3 HAW X X

3 HTS X

3 VTS X X

3 MILA X X

3 JIDIF X X

3 ANT X \

3 ASC \ X

4 GTS X X X
4 HAW X X

4 HTS X X
4 VTS X X X
S GIS AN X X
S HAW \

N HTS X \
h 108 X \ \
6 HAW \ N

6 HTS X

6 1OS N \ \

bl
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Table B-1
Delta 181 telemetry and uplink site sensor module
contacts for the data-collection phase. (cont'd)

7 HAW N A\

B HTS N X
7 ASC

8 GTS \ N
8 USAKA \

R ASC N

9 GTS \ AN
9 USAKA N

9 ASC X

AFSCON begins data retrieval

10 GTS X X X

Notes: NB = narrowband telemetry contact
WB = wideband telemetry contact
Uplink - command uplink contact

Uplink and telemetry sites:

Air Force Suatellite Control Network (AFSCN)
10S - Indian Ocean Station

GTS - Guam Tracking Site

HTS - Hawaii Tracking Site

VTS - Vandenburg Tracking Site

1

|

Goddard STDN Sites

MILA - Merritt Island Launch Area
GWM - Guam

HAW - Hawaii

ACN - Ascension Island

Lustern and Western Tese Range Sites

JDIF - Johnathon Dickerson Instrumentation
Facihty

ANT - Antigua Island

ASC - Ascension lsland

VIRS - Vandenburg Tracking Site
USAKA - U.S. Army Kwajalein Atoll
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APPENDIX C—
SENSOR MODULE COMMAND MESSAGE FORMAT

Commands were packed and sent to the sensor module in the torm of 4 com-
mand message. Each message was a bit sequence organized and formatted as shown
in Fig. C-1. The bit sequence was encrvpted and modulated onto the RE uplink
carrier at 1 kb-s. A deerypior on board the sensor module recovered the plain test
message. The command message formart is an artitact of the sensor module com-
mand systen1; therefore, sensor module, Delta 2 nerial guidance computer, and
test object commands were all packed and encrypted in this same tormat.

As shown, each command message included a preamble, an authentication word,
a sync word, a commands tield, and a postamble. The commands tield was vari-
able in length and contained up to 100 commands. Each command mapped into
a 64 bit sub-field. The commands ficld was always terminated with an end-ot-
message command; thus, the shortest command message always inctuded at least
two commands. The commands could be cither real-time (i.e.. executed immedi-
ately when received by the sensor module), or delaved (.e.. stored in the sensor
module commands store memory for execution at a later time). However, a partic-
ular command message could consist of only one type.

At the appropriate AFSCN uplink site, the command message was modulated
(SGLS tormat) onto the RF uplink carrier. The shortest command message took
approximately 0.6 second to transmit. The longest message (100 commands) took
about 7 seconds. The transmission of each message required only 1" and 0"
bit modulation ( no *‘set’’ bits) on the uplink carrier.

An important aspect of each command message was the inclusion ot a 32-bit
authentication word. The sensor module would accept the message and initiate com-
mand execution only if the transmitted authentication word matched the authenti-
cation word maintained in the sensor module command system. When the sensor
module accepted the transmitted authentication word, it processed the command
message and updated its internal authentication word. The value of the updated
authentication word was based on the previous authentication word value. The next
command message sent, in order to be received and processed, had to include the
updated authentication word.,

110 100 commands

AN
—
(. N
Authenticat 9

Preamble | Authen ‘Z 00 I Delay Sync Command { Command Command | Postamble
256 bits 3‘;0;‘5 160bits | B bits 64 bits 64 bits 64 bits 16 bits

(o

)

Fig. C-1  Uplink command message format.
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APPENDIX D—
FORMAT OF COMMAND CENTER OUTPUT TO THE AFSCN

Command messages generated by the sensor module command center were sent
to the orbiting sensor module via the AFSCN. This required that command mes-
sages sent from the command center be packed in the AFSCN 48 bit framie tormat
as defined in Fig. D-1. In the command center, a component called the AFSCN
tormatter packed the command message into the AFSCN format for transmission
through the AFSCN. At the remote uplink site, the inverse tormatting process was
performed, i.c., the command bits were “‘unpacked™ from the 48 bit frames 10
modulate the uplink carrier at 1 kbrs.

As shown in Fig. D-1, cach 20 bit segment of the command message (command
bits) were converted to a 48 bit AFSCN frame consisting of 7 <yvne bits, a 40 bt
data field, and a parity bit. The 40 bit data field resulted from a di-bit conversion
of the 20 command bits. The conversion process was in real-time and continuous
and the AFSCN formatter output data rate was exactly 48720 times the 1 kb/y
command bit rate.

The command center AFSCN formatter, between uplink messages, provided an
output of idle null messages (Fig. D-2). For the idle null message, the data field

I
I(—-——————AFSCN 48 bit data frame s =
i :
{ |
, Zyt,’,g } 40 bits data 16t
1 word l (20 command bits) l parity

1 command bit = 2 frame bits

Syncword Command databits  Frame bits Parity
1110010 1 10 Indicates bit parity
0 01 within command bit
null 00 segment of frame
set 11 Even parity.

Ratio- Command databis 20  1ktys  Frequency accurate
" Frame bits T 48 T 24kbis 10:0021%

Fig. D-1  AFSCN 48 bit frame format.

}(____ Command uplink message encrypted ,__;__V)"
Command 17, "0" command bits at 1 kb's :
~—— center

output

Uphink message packed into ;
- - - - . _—
Idle null message [ 48 bt AFSCN data frames i tdle null message——

S S ) o200 ) S

48 bit AFSCN trame
2.4 kb's

Fig. D-2 Command center output to the AFSCN.
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of the 48 bit field consisted of di-bit-converted “‘null’” bits. Transitions between
the idle null message and the encrypted uplink message was accomplished such that
clock and frame synchronization was maintained. This allowed AFSCN equipment
to maintain continouous synchronization and error check of the command center
output throughout each pass, irrespective of the data content of the 48 bit frames.

AFSCN equipment was configured such that command operation was automatic;
i.e., no AFSCN operator interaction was required to send individual command mes-
sages. The idle null messages resulted in no uplink modulation of the RF carrier
(the RF carrier was on continuously throughout each pass). Uplink messages were
automatically detected by AFSCN equipment and resulted in command message
modulation of the carrier.
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